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Abstract The aim of this paper is to obtain the continuity of solutions to time-dependent
nonlinear variational and quasi-variational inequalities which express many dynamic equi-
librium problems. To prove our results, we make use of Minty’s Lemma and of the notion of
the Mosco’s convergence.
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1 Introduction

The paper develops the works of Refs. [1,2] regarding the continuity of solutions to evolu-
tionary variational and quasi-variational inequalities, showing that the analogous continuity
results hold also for nonlinear evolutionary variational and quasi-variational inequalities. The
Minty’s Lemma for variational inequalities and the notion of the Mosco’s convergence play
an important role in the attainment of these results.

The outline of the paper is as follows: we first provide the theoretical foundations and
the historical development of the theory of time-dependent variational and quasi-variational
inequalities which equivalently express dynamic equilibrium problems, in Sect. 2. In Sect.
3, we introduce a nonlinear and strongly monotone variational inequality and we prove that
the unique solution is continuous with respect to time under the assumption that the data are
continuous (see Theorem 3.2). In Sect. 4, we consider a nonlinear and strongly monotone
quasi-variational inequality and also in this case we are able to prove the continuity of the
solution (see Theorem 4.2).
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2 The dynamic model

Let us consider the model of a dynamic traffic network. It is represented by a graph G =
[N , L], where N is the set of nodes and L is the set of directed links between the nodes. Let
Rr be a path consisting of a sequence of links which connect an Origin-Destination (O/D)
pair of nodes. Let m be the number of the paths in the network. Let W denote the set of
the O/D pairs with typical O/D pair w j , |W| = l and m > l. The set of paths connecting
the O/D pair w j is represented by R j and the entire set of paths in the network by R. The
topology of the network is described by the pair-link incidence matrix � = (ϕ j,r ), where
ϕ j,r is 1 if path Rr ∈ R j and 0 otherwise. The flow vector is a time-dependent flow trajectory
F : [0, T ] → R

m+, while the topology remains fixed. Each component Fr (t) of F(t) gives
the flow trajectory F : [0, T ] → R

m+ which has to satisfy almost everywhere on [0, T ] the
capacity constraints λ(t) ≤ F(t) ≤ µ(t) and the traffic conservation law �F(t) = ρ(t),
where the bounds λ < µ and the demand ρ = (ρ j )w j ∈W are given. We assume that λ and
µ belong to L2([0, T ],Rm+) and that ρ lies in L2([0, T ],Rm+). Assuming in addition that
�λ(t) ≤ ρ(t) ≤ �µ(t) a.e. in [0, T ], we obtain that the set of feasible flows

K =
{

F ∈ L2([0, T ],Rm) : λ(t) ≤ F(t) ≤ µ(t), �F(t) = ρ(t), a.e. in [0, T ]
}

is nonempty, as it is shown in Ref. [7]. Clearly K is a convex, closed, bounded subset of
L2([0, T ],Rm+). Let C : [0, T ]×R

m+ → R
m+ be the cost trajectory. The equilibrium condition

is given by a generalized version of Wardrop’s condition (see Refs. [5,6]), namely:

Definition 1 A flow H ∈ K is a user traffic equilibrium flow if ∀w j ∈ W,∀q, s ∈ R j and
a.e. in [0, T ] it results:

Cq(t, H(t)) > Cs(t, H(t)) �⇒ Hq(t) = λq(t) or Hs(t) = µs(t). (1)

The overall flow pattern obtained according with condition (1) fits very well in the frame-
work of the theory of variational inequalities. In fact, in Refs. [5,6] the following result has
been proved:

Theorem 1 A flow H ∈ K is an equilibrium pattern if and only if it satisfies the following
evolutionary variational inequality:

∫ T

0
〈C(t, H(t)), F(t)− H(t)〉dt ≥ 0, ∀F ∈ K. (2)

We recall a sufficient condition in terms of the operator C(t, F) (see Ref. [8]).

Theorem 2 Let C(t, F) : [0, T ] × R
m+ → R

m+ be a vector-function measurable in t, contin-
uous in F and such that for each F ∈ K it results

‖C(t, F(t))‖m ≤ A(t)‖F(t)‖m + B(t), a.e. in [0, T ], (3)

with B ∈ L2([0, T ],R+) and A ∈ L∞([0, T ],R+), and for each H, F ∈ K it results

〈C(t, H(t))− C(t, F(t)), H(t)− F(t)〉 ≥ 0, a.e. in [0, T ]. (4)

Let λ,µ ∈ L2([0, T ],Rm+) and let ρ ∈ L2([0, T ],Rl+) be vector-functions. Then, the varia-
tional inequality (2) admits solutions.

It is well known that if C is in addition strongly monotone, namely for all F, H ∈ K there
exists ν > 0 such that

〈C(t, F(t))− C(t, H(t)), F(t)− H(t)〉 ≥ ν‖F − H‖2
Rm , a.e. in [0, T ]. (5)

the solution to the evolutionary variational inequality (2) is unique.
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We remark that problem (2)(see Ref. [9]) is also equivalent to the following one:
Find H ∈ K such that

〈C(t, H(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t), a.e. in [0, T ], (6)

where

K(t) =
{

F(t) ∈ R
m : λ(t) ≤ F(t) ≤ µ(t), �F(t) = ρ(t)

}
,

for a.e. t ∈ [0, T ].
Moreover, it is easy to see that if the path cost vector is linear with respect to the path flow

vector, i.e. C(t, H(t)) = A(t)H(t) + B(t), where A = (Ars)r,s=1,2,...,m : [0, T ] → R
m×m+

is a bounded nonnegative definite matrix-function, that is,

∃M > 0 : ‖A(t)‖m×m =
( m∑

r,s=1

A2
rs(t)

) 1
2 ≤ M, a.e. in [0, T ], (7)

〈A(t)F(t), F(t)〉 ≥ 0, ∀F(t) ∈ K(t), a.e. in [0, T ], (8)

and B ∈ L2([0, T ],Rm+), then there exists some solution to the variational inequality (6).
Moreover, if A is a positive definite matrix-function, namely

∃ν > 0 : 〈A(t)F(t), F(t)〉 ≥ ν‖F(t)‖2
m, ∀F(t) ∈ K(t), a.e. in [0, T ], (9)

the solution to the evolutionary variational inequality is unique.
Now, let us introduce the time-dependent elastic problem which arose whenever travel

demands are not only dependent on the time but also on the equilibrium distribution. In fact,
it is clear that travel demands are influenced by the evaluation of the amount of traffic flows
on the paths, namely by the forecasted equilibrium solutions. In particular, we assume that
the travel demand ρ depends on the equilibrium solutions H(t) in the average sense, namely
that ρ(H) = 1

T

∫ T
0 ρ(t, H(τ ))dτ .

Let λ,µ : [0, T ] → R
m+, let ρ : [0, T ] × R

m+ → R
l+, let D ⊆ L2([0, T ],Rm+) be a non-

empty, compact and convex subset and let K : D → 2L2([0,T ],Rm+) be a set-valued mapping,
defined by

K(H) =
{

F ∈ L2([0, T ],Rm+) : λ(t) ≤ F(t) ≤ µ(t) a.e. in [0, T ],

�F(t) = 1

T

∫ T

0
ρ(t, H(τ ))dτ a.e. in [0, T ]

}
.

Then the quasi-variational inequality that models the traffic equilibrium problem in the
elastic case is the following:

Find H ∈ K such that
∫ T

0
〈C(t, H(t)), F(t)− H(t)〉dt ≥ 0, ∀F ∈ K(H). (10)

Regarding the existence of solutions, let us recall the following general result (see Ref.
[14]):

123



32 J Glob Optim (2008) 40:29–39

Theorem 3 Let X be a topological linear locally convex Hausdorff space and let E ⊂ X be
a convex, compact and nonempty subset. Let C : E → X ′ be an upper semicontinuous multi-
valued mapping with C(H), H ∈ E, convex, compact and nonempty and let K : E → E be
a closed lower semi continuous multivalued mapping with K(H), H ∈ E, convex, compact
and nonempty and let ϕ : E → R a convex lower semicontinuous function. Then, there exists
H∗ ∈ C such that:

a H∗ ∈ K(H∗),
b there exists F∗ ∈ C(H∗) for which

〈H − H∗, F∗〉 + ϕ(H)− ϕ(H∗) ≥ 0, ∀H ∈ K(H∗).

A consequence of this result is a sufficient condition showed in Ref. [11], Theorem 3, and
in the following it is presented.

Theorem 4 Let C : [0, T ] × R
m+ → R

m+ be an operator verifying the following conditions:

C(t, F) is measurable in t,∀F ∈ R
m+, continuous in F, a.e. in [0, T ],

∃γ ∈ L2([0, T ]) : ‖C(t, F)‖m ≤ γ (t)+ ‖F‖m, ∀F ∈ R
m+, a.e. in [0, T ],

and

∃ν > 0 : 〈C(t, H)− C(t, F), H − F〉 ≥ ν‖H − F‖2
m, ∀H, F ∈ R

m+, a.e. in [0, T ].

Let λ,µ ∈ L2([0, T ],Rm+) be vector-functions and let ρ ∈ L2([0, T ] × R
m+,Rl+) be an

operator verifying the following conditions

∃ψ ∈ L1([0, T ]) : ‖ρ(t, F)‖l ≤ ψ(t)+ ‖F‖2
m, ∀F ∈ R

m+, a.e. in [0, T ],

∃ν ∈ L2([0, T ]) : ‖ρ(t, H)− ρ(t, F)‖l ≤ ν(t)‖H − F‖m, ∀H, F ∈ R
m+, a.e. in [0, T ].

Then, the evolutionary quasi-variational inequality

H ∈ K(H) :
∫ T

0
〈C(t, H(t)), F(t)− H(t)〉dt ≥ 0, ∀F ∈ K(H),

admits a solution.

We set

K(t, H) =
{

F(t) ∈ R
m : λ(t) ≤ F(t) ≤ µ(t), �F(t) = 1

T

∫ T

0
ρ(t, H(τ ))dτ

}
,

for a.e. t ∈ [0, T ], and we observe that problem (10) (see Ref. [9]) is equivalent to the
following one:

Find H ∈ K(H) such that

〈C(t, H(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t, H), a.e. in [0, T ]. (11)
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3 Continuity for evolutionary nonlinear variational inequalities

In this section, we will extend the theorem of continuity for solutions to linear evolutionary
variational inequalities proved in Ref. [1] assuming, now, that the cost operator is nonlinear.

We recall that if the cost C(t, F(t)) is a linear operator with respect to the flows, namely
it results

C(t, F(t)) = A(t)F(t)+ B(t),

for each t ∈ [0, T ], where A : [0, T ] → R
m×m+ and B : [0, T ] → R

m+ are two functions, we
obtained the following continuity result (see Theorem 3.2 in Ref. [1])

Theorem 5 Let A ∈ C([0, T ],Rm×m+ ) be a positive defined matrix-function and let B ∈
C([0, T ],Rm+) be a vector-function. Suppose that λ,µ ∈ C([0, T ],Rm+) and ρ ∈ C([0, T ],
R

l+). Then, the evolutionary variational inequality

H ∈ K : 〈A(t)H(t)+ B(t), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t), in [0, T ], (12)

admits a unique solution H ∈ K such that H ∈ C([0, T ],Rm+). Moreover, the estimate

‖H1 − H2‖C([0,T ],Rm+) ≤ 1

ν
‖B1 − B2‖C([0,T ],Rm+)

holds, where ν is the constant of positive definition of matrix A.

This result also holds if the matrix A ∈ C([0, T ],Rm×m+ ) is supposed degenerate, namely
A satisfies the following condition

〈A(t)F(t), F(t)〉 ≥ ν(t)‖F(t)‖2
m, ∀F(t) ∈ K(t), in [0, T ],

where ν ∈ L∞([0, T ],R+
0 ) is such that

�I ⊆ [0, T ], µ(I ) > 0 : ν(t) = 0, ∀t ∈ I,

as Theorem 3.2 shows in Ref. [2].
Before proving our results, we recall the concept of Mosco’s convergence.

Definition 2 (see Ref. [10]) Let (V, ‖·‖) be an Hilbert space and K ⊂ V a closed, nonempty,
convex set. A sequence of nonempty, closed, convex sets Kn converges to K as n → +∞,
i.e. Kn → K, if and only if

(M1) for any H ∈ K, there exists a sequence {Hn}n∈N strongly converging to H in V such
that Hn lies in Kn for all n ∈ N,

(M2) for any subsequence {Hkn }n∈N weakly converging to H in V , such that Hkn lies in Kkn

for all n ∈ N, then the weak limit H belongs to K.

Definition 3 (see Ref. [12]) A sequence of operators An : Kn → V ′ converges to an operator
A : K → V ′ if

‖An Hn − An Fn‖∗ ≤ M‖Hn − Fn‖, ∀Hn, Fn ∈ Kn, (13)

〈An Hn − An Fn, Hn − Fn〉 ≥ ν‖Hn − Fn‖2, ∀Hn, Fn ∈ Kn, (14)

hold with fixed constants M, ν > 0 and

(M3) the sequence {An Hn}n∈N strongly converges to AH in V ′, for any sequence {Hn}n∈N,
such that Hn lies in Kn for all n ∈ N, strongly converging to H ∈ K.
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In (13) ‖ · ‖∗ is the norm in the dual space of V .

We remak that the following Lemma holds.

Lemma 1 Let λ,µ ∈ C([0, T ],Rm+), let ρ ∈ C([0, T ],Rl+) and let {tn}n∈N be a sequence
such that tn → t ∈ [0, T ], as n → +∞. Then, the sets sequence

K(tn) =
{

F(tn) ∈ R
m : λ(tn) ≤ F(tn) ≤ µ(tn), �F(tn) = ρ(tn)

}
,

∀n ∈ N, converges to

K(t) =
{

F(t) ∈ R
m : λ(t) ≤ F(t) ≤ µ(t), �F(t) = ρ(t)

}
,

as n → +∞, in Mosco’s sense.

Proof See proof of Theorem 3.2 in Ref. [1]. ��
Remark 1 Theorem 5 still holds true if K(t), t ∈ [0, T ], is a family of sets satisfying the
following condition

(M) K(t), t ∈ [0, T ], is a family of nonempty convex, closed sets of R
m such that K(tn)

converges to K(t) in Mosco’s sense, for each sequence {tn}n∈N ⊆ [0, T ], with tn → t ,
as n → +∞,

as it is shown in Ref. [3], Theorem 3.2.

In the following, let us consider a nonlinear cost operator

C : [0, T ] × R
m → R

m,

and let us study under which assumptions the continuity of the solution to the next evolu-
tionary variational inequality with respect to the time can be ensured:

Find H ∈ K such that

〈C(t, H(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t), a.e. in [0, T ], (15)

where the family K(t) satisfies condition (M).
From here onward, let us assume that the operator C : [0, T ] × R

m+ → R
m+ verifies the

following assumptions:

‖C(t, F(t))‖m ≤ A(t)‖F(t)‖m + B(t), ∀F(t) ∈ K(t), in [0, T ], (16)

with B ∈ L2([0, T ]) and A ∈ L∞([0, T ]), and it results

〈C(t, F1(t))− C(t, F2(t)), F1(t)− F2(t)〉 ≥ ν‖F1(t)− F2(t)‖2
m, (17)

for each F1(t), F2(t) ∈ K(t) and in [0, T ].
In the proof of the continuity result the following important Lemma (see Ref. [13], Lemma

2.2), regarding Minty variational inequality, will be used.

Lemma 2 Let C(t, F) : [0, T ] × R
m+ → R

m+ be a vector-function measurable in t, con-
tinuous in F and satisfying conditions (16) and (17). Let λ,µ ∈ L2([0, T ],Rm+) and let
ρ ∈ L2([0, T ],Rl+) be vector-functions. Then, the time-dependent variational inequality
(15) is equivalent to

H ∈ K : 〈C(t, F(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t), a.e. in [0, T ].
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Now, we can generalize Theorem 5 for nonlinear time-dependent variational inequalities,
showing the following result, that is the main result of this work.

Theorem 6 Let C ∈ C([0, T ]×R
m+,Rm+) be an operator verifying conditions (16) and (17).

Let K(t), t ∈ [0, T ], be a family of sets satisfying condition (M). Then, the evolutionary
variational inequality

H ∈ K : 〈C(t, H(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t), in [0, T ]. (18)

admits a unique solution H ∈ K such that H ∈ C([0, T ],Rm+).

Proof Taking into account Theorem 2 and condition (17), it results that (18) admits a unique
solution H(t) ∈ K(t), for t ∈ [0, T ].

Let t ∈ [0, T ] be fixed and let {tn}n∈N ⊆ [0, T ] be a sequence, with tn → t . Our statement
is equivalent to say that the unique solution H(tn), for n ∈ N, to the following variational
inequality

H(tn) ∈ K(tn) : 〈C(tn, H(tn)), F(tn)− H(tn)〉 ≥ 0, ∀F(tn) ∈ K(tn), (19)

converges strongly, as n → +∞, to the solution H(t) to the limit problem

H(t) ∈ K(t) : 〈C(t, H(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t), (20)

namely

lim
n→+∞ H(tn) = H(t) in R

m .

For the solution H(t) ∈ K(t) to (20), we use the properties of the Mosco’s convergence of
{K(tn)}n∈N to K(t), as n → +∞. Then, it is possible to choose a sequence {G(tn)}n∈N, with
G(tn) ∈ K(tn),∀n ∈ N, such that,

lim
n→+∞ G(tn) = H(t) in R

m

and, by virtue of the assumption on the operator C , we obtain

lim
n→+∞ C(tn,G(tn)) = C(t, H(t)) in R

m .

Setting F(tn) = G(tn) in (19), we have

〈C(tn, H(tn)),G(tn)− H(tn)〉 ≥ 0, (21)

and using the strong monotonicity of the operator C , it results

〈C(tn, H(tn))− C(tn,G(tn)), H(tn)− G(tn)〉 ≥ ν‖H(tn)− G(tn)‖2
m .

From (21) we derive that

〈C(tn, H(tn))− C(tn,G(tn)), H(tn)− G(tn)〉 = 〈C(tn, H(tn)), H(tn)− G(tn)〉
−〈C(tn,G(tn)), H(tn)− G(tn)〉 ≤ −〈C(tn,G(tn)), H(tn)− G(tn)〉,

then

ν‖H(tn)− G(tn)‖2
m ≤ −〈C(tn,G(tn)), H(tn)− G(tn)〉

≤ ‖C(tn,G(tn))‖m‖H(tn)− G(tn)‖m,

that is

ν‖H(tn)− G(tn)‖m ≤ ‖C(tn,G(tn))‖m .
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Hence, one deduces

‖H(tn)‖m ≤ ‖H(tn)− G(tn)‖m + ‖G(tn)‖m

≤ ‖C(tn,G(tn))‖m

ν
+ ‖G(tn)‖m .

Since {C(tn,G(tn))}n∈N is a convergent sequence then it is bounded, i.e.

∃h ∈ R+ : ‖C(tn,G(tn))‖m ≤ h, ∀n ∈ N,

for the same reason, the sequence {G(tn)}n∈N is bounded, i.e.

∃k ∈ R+ : ‖G(tn)‖m ≤ k, ∀n ∈ N.

From those conditions, it follows

‖H(tn)‖m ≤ c, ∀n ∈ N,

where the constant c is independent on n. Hence there exists a subsequence {H(tkn )}n∈N

converging in R
m to an element H̃(t) ∈ R

m , and thus

lim
n→+∞ H(tkn ) = H̃(t).

Moreover, taking into account the second condition of the Mosco’s convergence, we have

H̃(t) ∈ K(t).

By virtue of the Mosco’s convergence, it follows

∀F(t) ∈ K(t), ∃F(tn) ∈ K(tn) : lim
n→+∞ F(tn) = F(t), in R

m,

and from the assumption on the operator C , we get

lim
n∈N

C(tn, F(tn)) = C(t, F(t)), in R
m .

Now, we consider the following variational inequality

〈C(tkn , F(tkn )), F(tkn )− H(tkn )〉 ≥ 0,

and passing to the limit as n → +∞, we obtain

H̃(t) ∈ K(t) : 〈C(t, F(t)), F(t)− H̃(t)〉 ≥ 0, ∀F(t) ∈ K(t),

which, again by Lemma 2 and the uniqueness of the solution to (20), implies

H̃(t) = H(t).

Then it follows that every subsequence of {H(tn)}n∈N converges to the same limit H̃(t) and
hence

lim
n→+∞ H(tn) = H(t).

Remark 2 Taking into account Lemma 1, it results that Theorem 6 holds if K is the typical
constraints set of dynamical equilibrium problems (see [4], namely)

K =
{

F ∈ L2([0, T ],Rm+) : λ(t) ≤ F(t) ≤ µ(t), �F(t) = ρ(t), in [0, T ]
}
,

where λ,µ ∈ C([0, T ],Rm+) and ρ ∈ C([0, T ],Rl+), then the solutions to time-dependent
traffic equilibrium problems are continuous.
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4 Continuity for nonlinear evolutionary quasi-variational inequalities

In this section, we will prove a continuity result for solutions to evolutionary nonlinear
quasi-variational inequalities.

We remark that the set as in (11) fulfils conditions of the Mosco’s convergence, in partic-
ular the following lemma holds (see proof of Theorem 4.1 in Ref. [1]):

Lemma 3 Let λ,µ ∈ C([0, T ],Rm+) be and let ρ ∈ C([0, T ] × R
m+,Rl+) be such that

∃ψ ∈ L1([0, T ],Rm+) : ‖ρ(t, F)‖l ≤ ψ(t)+ ‖F‖2
m,

and let {tn}n∈N ⊆ [0, T ] be a sequence such that tn → t ∈ [0, T ], as n → +∞. Then, the
sequence of sets

K(tn, H) =
{

F(tn) ∈ R
m : λ(tn) ≤ F(tn) ≤ µ(tn), �F(tn) = 1

T

∫ T

0
ρ(tn, H(τ ))dτ

}
,

∀n ∈ N converges to

K(t, H) =
{

F(t) ∈ R
m : λ(t) ≤ F(t) ≤ µ(t), �F(t) = 1

T

∫ T

0
ρ(t, H(τ ))dτ

}
,

as n → +∞, in Mosco’s sense.

Now, we recall that if the cost C(t, F(t)) is a linear operator with respect to the flows,
namely

C(t, F(t)) = A(t)F(t)+ B(t),

for a.e. t ∈ [0, T ], where A : [0, T ] → R
m×m+ and B : [0, T ] → R

m+ are two functions, we
proved the following continuity result (see Theorem 4.1 in Ref. [1])

Theorem 7 Let A ∈ C([0, T ],Rm×m+ ) be a positive definite matrix-function and let B ∈
C([0, T ],Rm+) be a vector-function. Let λ,µ ∈ C([0, T ],Rm+) be and let ρ ∈ C([0, T ] ×
R

m+,Rl+) be such that

∃ψ ∈ C([0, T ]) : ‖ρ(t, F)‖l ≤ ψ(t)+ ‖F‖2
m, ∀F ∈ R

m+, in [0, T ],

∃ν ∈ C([0, T ]) : ‖ρ(t, F1)− ρ(t, F2)‖l ≤ ν(t)‖F1 − F2‖m, ∀F ∈ R
m+, in [0, T ],

Then, the evolutionary quasi-variational inequality

H ∈ K(H) : 〈A(t)H(t)+ B(t), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t, H), in [0, T ],
admits a solution H ∈ K(H) such that H ∈ C([0, T ],Rm+).

Remark 3 Theorem 7 still holds true if K is a set-valued mapping satisfying the following
condition

(MM) K : D → 2L2([0,T ],Rm+) is lower semicontinuous with K(t, H), t ∈ [0, T ], H ∈ D
nonempty, convex and compact of R

m such that K(tn, H) converges to K(t, H)
in Mosco’s sense, for each sequence {tn}n∈N ⊆ [0, T ], with tn → t ∈ [0, T ], as
n → +∞.
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From here onward, let us consider a nonlinear cost operator

C : [0, T ] × R
m → R

m,

and let us study the continuity of the solution to the following evolutionary quasi-variational
inequality

Find H ∈ K(H) such that

〈C(t, H(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t, H), a.e. in [0, T ], (22)

where the set-valued mapping K satisfies condition (MM).
With little few modifications of Minty’s Lemma (see Ref. [13], Lemma 2.2), we can prove

this result.

Lemma 4 Let C : [0, T ] × R
m+ → R

m+ be an operator satisfying the following conditions:

C(t, F) is measurable in t,∀F ∈ R
m+, continuous in F, a.e. in [0, T ],

∃γ ∈ L2([0, T ]) : ‖C(t, F)‖m ≤ γ (t)+ ‖F‖m, ∀F ∈ R
m+, a.e. in [0, T ],

and

∃ν > 0 : 〈C(t, F1)− C(t, F2), F1 − F2〉 ≥ ν‖F1 − F2‖2
m, ∀F1, F2 ∈ R

m+, a.e. in [0, T ].
Let K be a set-valued mapping satisfying condition (MM). Then, the time-dependent varia-
tional inequality (22) is equivalent to

H ∈ K(H) : 〈C(t, F(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t, H), a.e. in [0, T ].
Now, we can prove the continuity result.

Theorem 8 Let C ∈ C([0, T ]×R
m+,Rm+) be an operator, verifying the following conditions

∃γ ∈ C([0, T ]) : ‖C(t, F)‖m ≤ γ (t)+ ‖F‖m, ∀F ∈ R
m+, in [0, T ], (23)

and

∃ν > 0 : 〈C(t, F1)−C(t, F2), F1−F2〉≥ν‖F1−F2‖2, ∀F1, F2 ∈ R
m+, in [0, T ]. (24)

Let K be a set-valued mapping satisfying condition (MM). Then, the evolutionary variational
inequality

H ∈ K(H) : 〈C(t, H(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t, H), in [0, T ], (25)

admits a solution H ∈ K(H) such that H ∈ C([0, T ],Rm+).

Proof From the assumption that C is a continuous operator, it follows that C satisfies all
conditions of Theorem 4. Then, the existence of H(t) for t ∈ [0, T ] is guaranteed. Moreover,
the assumption (24) ensures that the solution H(t) is unique in the set K(t, H).

Now, let t ∈ [0, T ] be fixed and let {tn}n∈N ⊆ [0, T ] be a sequence, with tn → t . The
thesis is equivalent to tell that the unique solution H(tn), for n ∈ N, to

H(tn) ∈ K(tn, H) : 〈C(tn, H(tn)), F(tn)− H(tn)〉 ≥ 0, ∀F(tn) ∈ K(tn, H), (26)

converges strongly to the solution H(t) to the limit problem

H(t) ∈ K(t, H) : 〈C(t, H(t)), F(t)− H(t)〉 ≥ 0, ∀F(t) ∈ K(t, H), (27)
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that is

lim
n→+∞ H(tn) = H(t) in R

m .

With the same technique used in the proof of Theorem 6, we obtain that the solution to
evolutionary quasi-variational inequality (25) is continuous in [0, T ].
Remark 4 Theorem 8, by virtue of Lemma 3, holds if the set-valued mapping K is defined
by

K(H) =
{

F ∈ L2([0, T ],Rm+) : λ(t) ≤ F(t) ≤ µ(t),

�F(t) =
∫ T

0
ρ(t, H(τ ))dτ, in [0, T ]

}
,

with λ,µ ∈ C([0, T ],Rm+) and ρ ∈ C([0, T ],Rl+), so the solutions to time-dependent elastic
traffic equilibrium problems turn out to be continuous.
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